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Energy Communities (EC) are emerging frameworks where citizens collectively share renewable energy. Levering knowledge about
this topic is challenging for how varied these types of communities might be and how many actors are involved in decision taking.
We are developing En-join, a game in which the player has to solve open-ended challenges that are mediated and evaluated by
conversational agents that represent members of a EC. We implemented and prompted an LLM (Phi-4) to perform role-playing
and evaluation simultaneously. We tested prompt variants indicating personality and behavior and meta-evaluated the evaluation
performance using six predefined answers across three levels. Our results suggest that indicating social preferences noticeably affects
the evaluation behavior. We contribute to the field of games and serious games by showing how LLMs can be used as conversational
characters and evaluator agents simultaneously, and suggest that role-playing might be affecting evaluation behavior in any LLM

implementations.
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1 Introduction

In EC, citizens get together to produce, share, and police renewable energy resources [4, 23]. It is a relatively recent

concept in sustainability that has gained traction among governmental agencies and small groups of enthusiasts. EC
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might involve different types of practices, designs and people, making for diverse systems and leaving space for future
creative development [11]. Because of its novelty, complexity and diversity of these EC systems, ECs have not been
fully explored in games and are often tied to close representations [11, 15]. Because of this concept’s malleability, we
introduce open-ended challenges to an EC game using NPC-evaluators to simulate interactions within the community.

According to Nykyri et al. [15], a novel EC game should be based on an energy community with shared photovoltaic
(PV) resources, reward the player for a good response to demand and have the option of running with real-life data or
simulation . While we don’t directly address to simulate realistic community demand and response, we do propose
a playable simulation of social exchanges and negotiations inside the community affected by demand and supply
events. We simulated the interrelationships of EC members in a game called En-join. The game is a visual novel with
interactive characters that propose open-ended challenges to the player. The characters are conversational agents and
evaluate users’ responses to the challenges. Each character has a different personality meant to convey the diversity of
attitudes inside an EC, giving insight to the player about how such communities could be managed from a decentralized
perspective. The game integrates Large Language Model (LLM) to achieve the conversational and evaluation capacities
of the characters.

Brooks et al. [6] used agents to simulate exchanges of energy time slots in an EC. They compared selfish agents against
cooperative agents concluding that when agents have social capital, cooperative agents tend to achieve an optimal state
of satisfaction given enough time. Because LLMs exhibit non-deterministic behavior making their evaluation relatively
unpredictable, we believe that introducing social behavior into the LLM-characters might change the dynamics of
challenge evaluation, rendering levels more or less hard and better simulating attitudes diversity inside en EC. Also
showing how "truth" might change depending in the circumstances and the interlocutor, which ultimately invites the
player to see the community from multiple perspectives. Our findings support the notion that prompting personality
and social behavior to the characters results in varying evaluation judgment. We contribute to the field of serious games

by proposing conversational evaluating characters and exploring the effect of role-playing on evaluation.

2 Related Work

Several studies have investigated the utilization of LLMs as evaluators, suggesting a competitive correlation with human
judgment [7, 12-14, 25, 26]. One notable application involves the use of an LLM to generate and evaluate sustainability-
themed visual novels [9], showcasing the potential for practical implementations in diverse domains. It was shown
that an LLM could evaluate responses given by players correctly in 81% of the cases, although it underperformed in
evaluating false answers correctly as only 30% of the false answers were evaluated as false [10].

Numerous implementations have utilized LLMs as Non-Player Characters (NPCs) [3, 11, 19, 20, 24]. Furthermore,
LLMs have demonstrated significant potential for role-playing [17, 18, 22, 28-30], achieving an impressive 80% accuracy
in aligning their personalities with characters as perceived by humans [27]. However, to the best of our knowledge,
no prior research has investigated the correlation between LLM role-play or personas and evaluation performance.
Zhang et. al [31] showed that LLMs personality traits, according to MBTI scale, are related to LLM’s safety performance,
fairness and toxicity. In theory games such as Prisoner’s Dilemma, LLMs exhibit a higher degree of cooperative behavior
compared to the usually exhibited by humans [2, 5, 8]. Guo [8] demonstrated that by carefully adjusting the prompts,
the studied LLM could transition from highly cooperative behavior to a more human-like approach. This finding
underscores the significant influence of prompting techniques on LLM behavior. Nevertheless, the impact of these

varying behavioral patterns on specific tasks, such as evaluation, remains undocumented.
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Fig. 1. Characters of the game En-join (left) with boxes highlighting the levels used for this experiment. Interface of the game (right)
with the introductory level were the player interacts with the narrator.

3 Game Design

One of the challenges with representing EC is the fact that it can have many forms and scales and involve multiple
people, sometimes centralized in distribution centers but also decentralized in more horizontal systems, such as the
time slots exchange system simulated by Brooks [6].

Given the diverse nature of EC and their complexity, we designed a game that could invite the player into the
imagination and construction of this sharing environment. The game En-join is designed to represent energy communities
on different scales (household, neighborhood and macro-region) giving an idea of how different challenges have to be
faced by different types of communities and diverse members. By playing the game, the player can learn more about
negotiating with community members, making concessions to ensure the most environmental development of the
community, and many topics related to energy production, including solar power utilization, carbon footprint and
energy efficiency. The game is currently under deployment and will be made available in further research.

The main interaction interface (see Fig. 1) is a chat interface. The challenge is presented and the player can give
any type of reply using the yellow box at the bottom. The characters reply through the chatbot with a "Success!" or
"Fail" message, followed by a continued conversation where, if the challenge was failed, the LLM-character rephrases
the challenge or gives hints. For this, the LLM is at the same time character and evaluator. Characters have different
personalities depending on their role (see Fig. 1). LLMs exhibit strong capabilities in role-playing [18]. However, the
extent to which distinct character personalities and associated social behaviors influence LLM performance in specific

evaluation tasks remains unexplored.

3.1 Base-prompt

For each game level, the LLM was provided with a system prompt (see examples in the appendix). The initial portion of
the prompt outlines the game rules and evaluation criteria, remaining consistent across all levels, and comprises the

following elements:

(1) LLM role - as a character and evaluator;
(2) Evaluation criteria — solution must be prosocial and effective;

(3) Process after a negative evaluation;
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(4) Process after a positive evaluation;

(5) Redundant instruction to always start response with either "Success" or "Fail";

(6) Character description;

(7) Prompt variations: Character behavior or Character personality;

(8) Level dialogue — authorial text presented to the player, which contains the challenge, while also serving as a

conversational reference for the character’s conversational style.

Examples of the base prompt can be seen in appendix A - Fig. 4, 5 and 6.

3.2 Levels

From the nine levels comprising the narrative of the En-join, three levels were selected for testing to represent distinct
community scales: household (Level 1), neighborhood (Level 2), and city (Level 3). This section provides a detailed
description of these three levels. The complete game challenge includes an authorial text, incorporated into the prompt
as "level dialogue", which also serves as the initial dialogue for the in-game conversation. The dialogues for the chosen
levels are presented in appendix A - Fig. 4, 5 and 6.

In level 1, the player has to interact with "Partner”, whose personality might be "Calm". The challenge is to manage
the surplus energy that is produced by the solar panel at midday by changing energy intensive habits to be done at
midday. In level 2, the player interacts with "Old baker", whose personality might be "forgetful". This character is a
neighbor inside the EC who forgets their schedule and is found again without energy for baking. The player’s task is to
help the baker find a solution. In level 3, the player interacts with "Mayor Ray", whose personality is "Egocentric”. The
player is asked to help the mayor propose a solution to the city council for outages that occur during the summer, due

to excessive use of air conditioning.

4 Study

This investigation examined the influence of prompt variations about character traits on the evaluation performance of
NPC-evaluators. To assess the impact of these variations, a meta-evaluation was conducted. This analysis was conducted
across three game levels. Each level was subjected to five distinct prompt variations, each focusing on a different aspect
of character behavior or personality. Using six predefined answer topologies, a total of 20 iterations were performed
for each answer within each of the five prompt configurations for each of the three levels. These experiments were
conducted using the LLM Phi-4 [1], executed locally within the Ollama environment, to ensure a representative sample
of evaluation outcomes. This specific model was selected based on (self-reported performance benchmarks and its
relatively modest size, 14 billion parameters). This smaller parameter count enables local execution, offering advantages
in data protection and reliability for future implementations. According to the model’s developers, the model’s strong
performance is attributed to the high quality of the training data. Preliminary experiments conducted on a small scale
indicated a more nuanced evaluation variance compared to other popular models with similarly constrained parameters.
No fine-tuning or retrieval augmented knowledge (RAG) was performed to improve evaluation performance since the
experiment pretends to evaluate the zero-shot capabilities of this technology which might better serve practitioners

and developers alike.

4.1 Prompt Variation

e No traits: For reference, the experiment was first run without any personality or behavioral traits.
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Tested Solution + Exp dLLM
©-0 471 "Play acoustic guitar”
©-0O A2 "Turn off all electronics when leaving the room/house”
~@ A3 "Prioritize energy spending”
~@ A4 "Charging my EV car to use the battery when there is less sun"
~€@ A5 "I'll dry my hair only during the surplus hours"
©-+© A6 "In the surplus hours, I'll cook the cooking, dishwashing and laundry”

Level

©-0 A7 "The best baking is the one made with love"
©-0 A8 "You can always use energy from the grid”
~@ A9 "Find a time to do the baking"
~+€ A70 "You should use the energy on your assigned time, maybe set up a reminder"
@ AT1 "You can use my oven during my assigned energy time"
©-© A72 "You can use my energy time. | can help you to remind you of your energy schedule"”

Level
2

©-0© A13 "Move out to colder places”
©-0 A14 "Having lightbulbs with better efficiency rating”
~@ A15 "Having the right infrastructure for the climate”
~@ A16 "Disconnect non-priority AC loads until the energy crisis is solved"
~@ A17 "Making a campaign where people voluntarily disconnect their AC for an hour”
©-© A18 "Making a campaign where people have to limit the temperature set in the AC until the crisis has been solved"

Level
3

Fig. 2. Tested Answers. The letter on the left describes if the solution is effective and prosocial to solve the problem proposed in the
level: R (ridiculous), F (false), U (undefined), E (effective), P (prosocial) and T (true). In the right column whether the LLM is supposed
to give a true or false evaluation.

o Character Personality: For each level, Character Personality was evaluated only using the trait corresponding
to the character within that specific level, as depicted in 1. That is: "Calm" for level 1, "Forgetful” for level 2
and "Egocentric” for level 3. Although personality is not clearly described in the prompt, it is understand by us
as an intrinsic and relatively stable characteristic of the character.

o Character Behavior: For Character Behavior, we derived variations based on Nykyri’s [15] critique of EC games
and simulations of selfish and cooperative agents within EC contexts [6]. The following behaviors were tested:
"Altruistic”, "Indifferent", "Selfish". Different to personality, behavior is understand by us as a transitory state

that describes to current way of acting of the character according to their circumstances.

4.2 Tested Answers

For each level, six answers (see fig. 2) were designed to assess the model’s evaluation capabilities within a controlled
environment while incorporating diverse answer types. Our definition of pro-social considers when an individual
incurs in a cost to benefit others [16]. We consider efficient when an actions results manages to attain its intended goal.
While the expert considered this definitions in assessing the answers, we didn’t provide the LLM with a definition
since we intended to test the zero-shot evaluation capabilities of the model. Although an expert in the field of energy
participated in evaluating the validity of the answers, it is important to acknowledge that the open-ended nature of the
challenges inherently presents limitations in establishing objective pro-social and effective solutions. We believe that the
non-objective nature of these challenges, presents a particularly compelling case for evaluating the non-deterministic
evaluation capabilities of an LLM.
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Fig. 3. Results of evaluations with prompted pro-social Personality (left) and Character Behavior (right). Answer ID is mapped
vertically, accompanied by TS (Tested Solution) and EE (Expected LLM Evaluation). In the left graph on the horizontal axis, evaluation
results are shown for the control agent as "No trait", followed by each personality trait (only one per level). In the right graph on the
horizontal axis, evaluation results are shown for the control agent as "No trait" and the following columns are for each "Character
Behavior" - "Altruistic", "Indifferent” and "Egocentric". Higher quality images can be consulted in the dedicated website.

Half of the answers are supposed to be evaluated as false: one answer evidently false or ridiculous (R), one answer
that is false due to not solving the problem (F) and one answer that does not contain enough specific information to
determine whether it solves the problem (U). The other half are supposed to be evaluated as true: one answer that is
effective although not prosocial (E), one answer that is prosocial although not effective (P), and one answer that is both
prosocial and effective (T). Each answer (6) was run 20 times at each level (3), for each specific variation (5) which

accounted for 1800 individual evaluations that can be consulted online.

5 Results and Discussion

For the sake of clarity, we present the results alongside the discussion. All evaluations generated during this experiment

are accessible via a dedicated interactive website! alongside better resolution images for Fig. 3.

5.1 No trait

All the answers were run without prompt variations related to character personality or character behavior. The only
information about the character itself was the short description "partner”, "old baker" or "Mayor Ray". The "No trait"
column on the left of Fig. 3 corresponds to this configuration.

The model demonstrated high accuracy in Level 2, with only four incorrect evaluations among the 240 input answers.
Specifically, the effective answer A10 (E) and the pro-social answer A11 (P) were both erroneously classified as false
on two occasions. In Level 1, the model exhibited strong performance, particularly in identifying positive evaluations.
While the evaluation of answers A2 (F) and A3 (U) was highly accurate, with only two errors, the model surprisingly
evaluated as true the ridiculous answer A1 (R) all of the times. This unexpected behavior was also observed in the
"Calm" personality and "Altruistic" behavior configurations, but not in the other variations. In Level 3, the model
predominantly classified answers as false, with the exception of answer A18 (T), which was evaluated correctly in eight
instances. This pattern suggests that the model encountered difficulties in accurately evaluating answers expected to be

positively assessed, particularly in the case of answers A16 (E) and A17 (P).

!https://paulobala.github.io/CHI205_ENJOIN/
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5.2 Prompting Character Personality

Minor variations were observed when character personality was specified in the prompt, as illustrated in Fig. 3. In
Level 1, when the prompt included the personality trait "Calm," the undefined answer A3 (U) was positively assessed in
50% of instances. This observation suggests a tendency towards a more even approach to answers lacking sufficient
information specifically within this level. In Level 2, when the agent was provided with the personality trait "Forgetful"
in the prompt, the evaluation performance remained largely unchanged, exhibiting only a 10% increase in positive
evaluations for answer A10 (E). In Level 3, where the agent was presented with the personality trait "Egocentric" in the
prompt, a significant decline in positive evaluations of answer A18 (T) was observed. Specifically, only 15% (n=3) of

these answers were evaluated positively.

5.3 Prompting Character Behavior

Prompted behaviors can be observed in Fig. 3. While this does not account necessarily for a more accurate evaluation,
it is observed a change in evaluation behavior despite the prompt specifically saying "Character behavior” which at
least shows an interdependency of character and evaluation in our system. It also becomes obvious that prompting

social preferences in evaluating agents has a relevant degree of evaluation variance.

5.3.1 Altruistic. When the agents were presented with the "Character Behavior: Altruistic" prompt, the evaluation
performance did not exhibit significant deviations from the "No Trait" configuration. However, several minor yet notable
variations were observed. Notably, the model displayed a greater propensity towards positive evaluations of answer A2
(F), with 45% of these evaluations being positive, exceeding the rates observed in previous configurations. Conversely,
the "Altruistic" agent demonstrated a lower likelihood of positively assessing answer A3 (U), with 95% (n=19) of these
evaluations resulting in a false classification. Level 2 evaluation was 100% accurate evaluating A7-A9 as false and
A10-A12 as true all of the time, no other agent achieved this level of accuracy in any other level. Answer A18 (T) was
evaluated positively and correctly 19 times, much more than any other agent, and A17 (P) saw an increase in positive

evaluation to 15% (n=3). Overall it can be said that the altruistic agents were more likely to provide positive evaluations.

5.3.2 Indifferent. The agents prompted with "Character Behavior: Indifferent" were more likely to evaluate true answers
negatively than the "No trait" and "Altruistic” agents. We consider this behavior less accurate but still suited for gaming
purposes in which more difficulty is needed.

The only substantial improvement on evaluation happened in A1 (R) were 95% of answers were evaluated negatively,
while A2 (F) also saw an improvement in accuracy. However, A5 (E), A6 (P), A10 (E), A11 (P), A12 (T) and even A18 (T)

all saw a decreased in positive evaluation despite inaccuracy.

5.3.3 Selfish. The agents prompted with "Character Behavior: Selfish" showed the most extreme behavior of all
evaluating agents, only evaluating as positive 2 out of 360 answers, specifically in A4 (E). This evaluation was even
more harsh than that of the "Egocentric" agent. While this helps us show the effects of social preferences in evaluation,

this agent seems unsuited to conduct actual evaluation in our serious game.

5.4 Limitations and Future Work

This study performed a meta-evaluation of NPC-evaluators for open challenges in an energy game introducing social

preferences and personalities to the NPC evaluating agents and comparing the effect it could have. Our key findings

reveal that specifying prosocial behavior for the character generates variation in the LLM evaluation behavior.
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We consider that in most cases the LLM was aware of its role as NPC-evaluator and sometimes even referenced
its role as part of their evaluation. When evaluating A18 with selfish behavior, the evaluating agent references their
personality as mayor many times: "While your suggestion encourages conservation, it doesn’t align with Mayor Ray’s selfish
and self-centered personality." In some other cases the agent mistakenly assumed that the mayor was the personality of
the player: "While limiting air conditioner temperatures might reduce energy consumption, it doesn’t address your primary
interest as Mayor Ray, which is maintaining popularity and appearing selfless without making personal sacrifices." Because
of this non-deterministic behavior of LLMs it is hard to predict the exact behavior of the model even when it comes to
the rules of the game and its role in it.

Our findings suggest that inherent character traits significantly influence evaluation outcomes. It is crucial to
acknowledge that each level in our experiment presented pre-defined character descriptions. These pre-existing
descriptions may have subtly influenced the evaluation behavior of the LLM, despite our experimental design not
explicitly accounting for this factor. This observation aligns with the understanding that interpersonal interactions
are inherently contextual, with individuals exhibiting varying attitudes and behaviors towards different social groups,
such as partners, neighbors, and authorities. It should be also noted that the evaluation of Level 3 on all cases was very
different from our expert’s assessment since A16 (E) was never evaluated positively and A17 (P) was evaluated positively
only three times in the altruistic configuration. In certain instances, the agent demonstrated an ability to articulate
potential solutions. As illustrated in Fig.6, the agent proposed two strategies to incentivize the utilization of off-peak
energy consumption and the implementation of energy efficiency programs. While these represent highly accurate
responses, it is conceivable that a typical game player might find it challenging to formulate such specific solutions.
The knowledge and guidance provided by the LLM, as exemplified in Fig.6, could prove invaluable and informative for
players within the context of a serious game environment.

The evaluation of answer A1 (R) exhibited an intriguing pattern. While consistently rated positively in the "No Trait,"
"Calm," and "Altruistic” configurations (as depicted in Fig. 4), it received only one positive evaluation in the "Indifferent”
condition and none in the "Selfish" condition. This inconsistent behavior is perplexing, particularly considering the
model’s more critical assessment of answers A2 (F) and A3 (U), which arguably represent more sensible solutions. We
are inclined to suggest that this unexpected behavior may be attributed to the positive connotations of producing music
and the closer relationship to the character "Partner".

This study was conducted using Phi-4 [21] which is a fairly small model despite good performance; different models
might exhibit different behaviors. Although we managed to show that it is possible to change the base behavior of a
model solely through prompting, comparing other traits, behaviors and configurations might be useful. While our study
uses 18 answers for the sake of control and reproducibility, a case study with real users might show more complex and
unexpected interactions. While we did not perform any fine-tuning or RAG, we believe these methods could have a
great impact on evaluation accuracy and have more specific information on the topic of EC. Yet some more simple
prompt-engineering strategies might also be at hand and worth evaluating for accuracy, for example, giving clearer
evaluation parameters or even listing some of the possible solutions to the evaluator in the base prompt.

The concept of integrating NPC-evaluators offers the potential to simulate diverse community structures, irrespective
of their scale or type. Moreover, agent evaluators with personalities have the potential to show us how malleable and
subjective the solution to a problem might actually be and how much variants may actually affect our judgment, or the
judgment of agents, in specific situations. This line of inquiry ultimately leads to a fundamental question of what truth

is and how subjective it can be on a multi-perspective environment such as ECs.
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6 Conclusion

Our approach explores the concept of LLMs directly evaluating NPCs, contrasting with prior methods which employed
separate agents for NPC control and evaluation, respectively. This integrated approach aligns with the increasing
interest in unified LLM-based agents, as discussed in the survey by Wang et al.[26] and reflects the broader trend of
leveraging LLMs for complex, multi-agent interactions highlighted therein. We then introduced three of the levels of the
video-game in development En-join where the NPC presents predefined challenges on an EC and evaluates the answers.
We performed meta-evaluation of the LLM when prompted with 5 variants, using 6 predefined answers per level. The
implications of these findings are relevant for increasing or decreasing difficulty of evaluation on future implementation
of such evaluating agents in games. We were also able to better understand the implications of different prompting
types and associated characteristics to personality/behavior might affect evaluation. This is important to considered
as the LLM evaluator simultaneously play conversational characters. This study demonstrates that role-playing and
evaluation difficulty are not independent factors, but rather exert significant influence upon one another.

This research, while initially focused on improving the En-join game, offers valuable insights beyond its immediate
scope. By examining how role-play influences evaluation outcomes within the game, we gain a deeper understanding
of these factors, crucial for fields like social science, human-computer interaction, and ethical development. We used
LLMs to simulate and analyze complex social interactions, which allows us to explore how factors like personality and
social preferences can influence individual judgments and contribute to varying perspectives on shared problems in a

collaborative environment.
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A Examples of Level Dialogue

Prompt: ‘'You are a conversational character in an energy community game,
during the level you will take the described personality to chat with the
player. Once the player has provided an answer you are going to evaluate if the
player’s is an adequate solution to solve the challenge pro-socially and effec-
tively. If it is an adequate solution, start a message with 'Success!'. If it
is not an adequate solution, start the message with 'Fail’'. Always start the
message with either 'Success!' or 'Fail". Keep answers short. | Character Des-
cription: Partner | Character Behavior: Altruistic | Challenge:’’ + initial
dialogue level 1

Fig. 4. Example of run in level 1 were the partner agent with an altruistic behavior evaluates positively a ridiculous answer A1 (R).
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Prompt: ‘’You are a conversational character in an energy community game,
during the level you will take the described personality to chat with the
player. Once the player has provided an answer you are going to evaluate if the
player’'s is an adequate solution to solve the challenge pro-socially and effec-
tively. If it is an adequate solution, start a message with 'Success!'. If it
is not an adequate solution, start the message with 'Fail'. Always start the
message with either 'Success!' or 'Fail'. Keep answers short. | Character Des-
cription: 0ld Baker | Challenge: ‘'’ + initial dialogue level 2

Fig. 5. Example of run in level 2 were the old baker agent with no traits evaluates positively a pro-social answer A11 (P).
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Prompt: ‘’‘You are a conversational character in an energy community game,
during the level you will take the described personality to chat with the
player. Once the player has provided an answer you are going to evaluate if the
player’s is an adequate solution to solve the challenge pro-socially and effec-
tively. If it is an adequate solution, start a message with 'Success!'. If it
is not an adequate solution, start the message with 'Fail'. Always start the
message with either 'Success!' or 'Fail". Keep answers short. | Character Des-
cription: Mayor Ray | Personality: Egocentric | Challenge:’’ + initial dialogue
level 3

Fig. 6. Example of run in level 3 were the Mayor Ray agent with an egocentric personality evaluates negatively a true answer A18 (T).
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